Original Article

DOI: https://doi.org/10.70749/ijbr.v3i12.2722

Kumar & Ahmed

indus Journal of

BIOSCIENCE
RESEARCH

INDUS JOURNAL OF BIOSCIENCE RESEARCH

A

https://ijbr.com.pk
Supheus ISSN: 2960-2793/ 2960-2807
; Crossref en (@ acees
Improving Brain Tumor Diagnosis Accuracy: A Machine Learning Approach

with CNN, RNN, and PCA

Sahil Kumar!, Nadeem Ahmed?

1DePaul University, United States.
2Professor of Computing at Iqra University.

ABSTRACT

Effective and efficient brain tumor classification from MRI scans is of critical
importance as medical diagnostics in detecting early signs of the disease and treating
the disease as early as possible. The focus of this paper is to propose a novel method
to classify the brain tumors into 4 types of glioma, meningioma, notumor, and
pituitary tumors using a combination of RNN based LSTM with PCA and SVM. To
extract features from the MRI images, we use VGG19 a pre trained Convolutional
Neural Network (CNN) and because the data is sequential, LSTM is utilized to process
the sequential nature of the data so that the model learns the temporal relationship
between multiple MRI slices. They are then applied to an SVM classifier with
Principal Component Analysis (PCA) for dimensionality reduction and improved
efficiency for classification. To further enhance model robustness, we combine three
prominent brain MRI datasets, ensuring a diverse set of training examples. The
experimental results show that the proposed LSTM-based SVM model gives 97%
accuracy in all the tumor categories with high precision, recall and F1 scores. The
model’s performance dominates the existing CNN based models especially in term of
generalization where training and validation accuracy exhibit little change implying
good overfitting prevention. Two main contributions are identified to address the
problem with a hybrid approach consisting of both Deep Learning and traditional ML
techniques: (a) both methods achieve high accuracy and (b) results are interpretable
and scalable.
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INTRODUCTION
Brain tumors are globally among the leading causes of
morbidity as well as mortality and have an important
impact on patients’ quality of life. Based on the statistics
reported by the American Cancer Society (2025), it is es-
timated that in 2025 there will be approximately 25,000
cases of new brain and spinal cord tumor diagnoses on the
American territory, emphasizing the need for accurate
and early detection of brain and spinal cord tumors [1].
Brain tumors are difficult to diagnose because the
disease is heterogeneous, meaning it presents with
substantial variation of tumor types, locations as well as
factors shape and size [2]. Due to these complexities,
identification and classification of tumors is difficult and,
hence, heavily rely on traditional diagnostic methods of
medical professionals (radiologist) to diagnose various
tumors. Despite their expertise, human error and
subjectivity in interpreting medical images remain
prevalent, especially considering the large volume of
imaging data, leading to inconsistencies in diagnoses [3].
The two imaging modalities used to identify and
evalu- ate brain tumors are Magnetic Resonance Imaging
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(MRI) and Computed Tomography (CT) scans. All of these
must be done, but do not come without their limitations.
The problems that radiologists often encounter include
identify- ing subtle abnormalities, separating benign and
malignant tumors and differentiating tumor recurrences
from post treat- ment changes [4].

Moreover, the growing amount of medical image data
and the necessity to make a prompt diagnosis in critical
care situations have stressed the demand for improved
and more accurate automated diagnosis systems.

In recent years Machine Learning (ML) techniques
have proven to be great tools for helping to automatically
analyze medical images in a way, which can potentially
help to improve diagnostic accuracy and consistency.
Furthermore, there have been exceptional results
achieved by applying ML models, more specifically deep
learning methods in- cluding, Convolutional Neural
Networks (CNNs), Recurrent Neural Networks (RNNs),
and Principal Component Anal- ysis (PCA), in examining
and diagnosing complex medical imaging data with high
accuracy, consistency, and autonomy [5]. For example,
brain tumors can be classified using MRI scans using CNNs
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that successfully learn features often hard to detect by
humans [6]. Since RNNs excel in learning sequential data,
they are capable of analyzing temporal changes in imaging
data over time and understanding the tumor progression
[7]. For example, PCA, a statistical dimen- sionality
reduction technique, has also been used to reduce the
complexity of data itself so that it would be easier for the
ML models to process and identify the most important key
features [8].

The purpose of this paper is to investigate how CNNs,
RNNs and PCA can enhance the accuracy of brain tumor
diagnosis. In this work, we review the state of research
done in the area and examine the current methods used in
brain tumor detection, identify the short comings of the
state of the art approaches and propose a hybrid machine
learning model which is a combination of existing
techniques, improving the performance of proposed
models as compared to the existing approaches.

LITERATURE REVIEW

Over the past few years, Deep Learning (DL) has led to a
rapid change in the way medical images are being
analyzed, and has greatly improved the diagnosis of brain
tumor in the last decade with integration of machine
learning techniques. Convolutional Neural Networks
(CNNs) have been one of the key components in these
advancements, as CNNs have be- come the ‘go to’
architecture for automating the classification of brain
tumors in medical imaging. Feature extraction tasks
involving complex tasks such as Magnetic resonance
imaging (MRI) analysis can be performed accurately
without doing manual feature engineering using CNNs [9].
These models work best in classifying the tumor types
using features that could not easily be extracted manually
[10].

Besides CNNs, Capsule networks (CapsNets) are also
pointed out by recent studies as a potential diagnosis
model for brain tumors. CapsNets are very resistant to
spatial transformations like rotations and scalings and can
be applied to spatial hierarchies, unlike traditional CNNs,
Hinton et al., [11]. This is a property that makes CapsNets
appropriate for medical image analysis in which the
transformations are often present due to patient
positioning or different image acquisition protocols.
CapsNets also appear to outperform CNNs in the case of
limited training data, as early studies show that they can
outperform CNNs with limited amount of training data [12]
and offer value for a particular application with medical
datasets that are small and imbalanced.

One big advancement of interest in the brain tumor
diag- nosis field is the introduction of Vision Transformers
(ViTs) [13]. Already well established for natural image
analysis tasks, ViTs have shown better performance in
medical image analysis by capturing long range
dependencies among pixels because of the image. Their
integration with CNNs has given rise to hybrid
architecture which adds to the ability of feature extraction
leading to the improvement in brain tumor detection.

Although these advancements are promising, there are
still various issues to be dealt with. For example, CapsNets
have promising results, yet are not commonly used in
clinical settings as their scalability in large datasets has
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been under studied. Moreover, ViTs face the hurdle of
needing large labeled datasets for effective training since
such datasets are often lacking in medical imaging tasks
[14]. Additionally, these models still require
generalization across different patient populations and
imaging conditions.

In automated brain tumor detection, Convolutional
Neural Networks (CNNs) have become a dominating force,
with many well defined architectures obtaining very good
results in medical image analysis. Azaharan, Ton Komar, et
al. [15] studied that AlexNet model is performing perfectly
well on a brain tumor dataset with accuracy of 96.10%.
The same research revealed that VGG-16 detected the
classification accuracy of 98.69% in the brain tumor using
the MRI images.

Hybrid Approaches with RNNs that also integrates
CNNs with Recurrent Neural Networks (RNNs), such as
AlexNet- LSTM (71%) and VGGNet-LSTM (84%), have been
studied in brain tumor classification [16].

while CNN architectures like AlexNet and VGGNet
reach high accuracy, their computation demands might
render them unusable in the clinical domain because of
their inability to suita clinical environment burdened with
limited hardware capabilities. Also, small dataset models
tend to overfit. Be- cause of this, there is a need for
developing more lightweight CNN architectures or
incorporating the more advanced regu- larization
techniques in the field.

For a study of lightweight CNN Architectures, Gan-
guly, Priyam, and Akhilbaran Ghosh [17] introduce a novel
lightweight CNN model using separable convolutions and
global average pooling that reaches a validation accuracy
of 99.22% and a test accuracy of 98.44% in brain tumor
classification.

Regularization Techniques, Dropout, weight decay or
early stopping are some of the regularization methods to
prevent overfitting in CNN models on the grounds of
limited data in medical imaging.

Traditionally, Recurrent Neural Networks (RNNs)
have been applied to time series data and are thus well
suited to analysis of sequential brain imaging data,
where they can continue to track changes in MRI scans
over time. Traditional CNNs process frames
independently, whereas RNNs preserve the frame history
in some kind of a memory token, allowing to use the frame
history to capture temporal dependencies. In this regard,
RNN s are very useful for such time monitoring tasks, such
as following the progression of gliomas, or determining
whether there are slight changes in brain tissue from
treatment [18].

There has also been some promise in integrating RNN
with CNN to improve tumor detection. For instance, in
studies that involve analyzing MRI sequence with CNNs
can deal with the spatial feature of the images and the pool
of RNNs can capture temporal relationship between
successive frames [19]. This hybrid approach has resulted
with enhanced diag- nostic accuracy, specifically in
longitudinal studies where a patient is imaged multiple
times for tracking tumor growth.

However the use of RNNs for brain tumor detection is
not mature yet. However, annotated time-series datasets
for training RNN models are still highly scarce [20]. In
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addition, RNNs are computationally expensive and may fail
to handle extremely large datasets like in medical imaging
[12].

Principal Component Analysis (PCA) is a widely used
tech- nique for dimensionality reduction, particularly in the
context of medical image processing. PCA projects high
dimensional data into a smaller dimensional subspace to
obtain the most relevant features with discarding of noise
and redundant fea- tures. Medical imaging is a crucial
application since the data can be large and noisy, masking
important features [21]. It has been proved that
integrating Principal Component Anal- ysis (PCA) with
Convolutional Neural Networks (CNNs) can improve
detection of brain tumors’ classification accuracy by
improving feature selection and reducing the
computational complexity. Shoaib, Mohamed R., et al. [22]
showed that by combining PCA with each of the pre trained
CNN models (DenseNet201, EfficientNetB5,
InceptionResNetV2), 100% accuracy can be reached on
one data set and 98% on another, demonstrating that this
is an effective integration. Moreover, PCA has been
reported to improve the processing time and the accuracy
of classifications by employing it to reduce image
dimensionality prior to feeding the MRI images to CNNs,
indicating that PCA and CNN are complementary in the
medical image analysis [23]. PCA has been used for
denoising purpose in medical images, where it is a
necessary step to prevent missing tumors in the presence
of irrelevant features [24]. PCA is a good dimensionality
reduction tool, but it must be tuned very well so that
beneficial features are not chopped away. By reducing
dimensions too much, critical information will be lost, while
reducing too little can lead to larger computation. The
performance of PCA when used in models can be improved
with a more adaptive approach, perhaps use of machine
learning techniques to dynamically select number of
principal components [21].

Finally, a great progress is made in deep learning and
machine learning approaches for brain tumor detection;
how-ever, some challenges are still remain. On the other
hand, promising results are shown by models like CNNs,
CapsNets, and ViTs, but they need to be improved in the
sense that they are too computationally inefficient. also,
they have low generalization capabilities on various
patient populations and they depend on very large
annotated datasets. In addition, hybrid models that utilize
CNNs along with RNNs and PCA have exhibited the
potential to enhance tumor detection. These models can
only be practically used in clinical settings if challenges
such as availability of data and computational resources
can be tackled. Further advancement of automated brain
tumor detection will need the continued development of
more efficient models, more adequate regularization tech-
niques, and further advancement of methods of adaptive
dimensionality reduction.

PROPOSED METHODOLOGY

Dataset Description for Brain Tumor Detection

The brain tumor detection dataset that we are using in this
research is a mixture of three renowned datasets namely
Figshare [25], SARTA] [26] and Br35H [27]. It contains
7,023 human brain MRI images grouped into four different
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classes: glioma, meningioma, no tumor, pituitary. The
images that would be used for training machine learning
models were carefully curated to ensure that they were of
the best quality and accuracy. The following provides a
breakdown of the source and class distribution of the
dataset:

Figshare Dataset

The Figshare dataset is a publicly available database of MRI
images that includes images having different classes of
brain tumor. To study the image classes like glioma,
meningioma, and pituitary tumor, we use the images of
this dataset. This dataset is central to the current
compilation, given images of high quality and the
relatedness to the task.

SARTA] Dataset

We are using SARTA] dataset images for the meningioma
and pituatary classes only to add diversity and enhance the
size of the dataset for brain tumor detection and
classification purpose.

Br35H Dataset

Non tumor class images of the current dataset are obtained
from the Br35H dataset. They are well labeled images and
serve as a strong basis for training the model to identify
whether the given brain MRI image is of tumor or non
tumor.

Data Preprocessing

Several preprocessing steps are implemented to prepare
the data before training a CNN model on that data. There
are 3 steps, image resizing, normalization, and label
encoding.

Figure 1
Multiple classes of brain tumor

meningloma gioma notumor

meningioma

notumor pituitary

O % 10 10 20 250

Image Resizing

Resizing serves the purpose of having all the images at the
same size and all inputdimensions toa CNN are fixed, hence
resizing is critical for feeding the images into our neural
network. The images have been resized to fixed dimension
of 224x224 by using resizing function in the image
processing libraries. This is imperative since CNNs
necessitate inputs of the same size.

Normalization

Normalizing helps for faster convergence, and prevents an
input value to be too large for the learning process. The
standardization of features makes the training of the
model more stable. The pixel values of the images are
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normalized in the range of 0 to 1 by division by 255 (the
pixel values lie between 0 to 255). To perform this, a
normalization function is used within the preprocessing
pipeline.

Encoding Labels

It defines the use of Label encoder to encode the
categorical labels into a numeric form. For instance, in the
dataset, glioma is encoded as 0, meningioma is encoded as
1, no tumor as 2, and pituitary as 3. The reason why this is
done is that the class labels of the CNN models should be
used as inputs to the loss function which expects numeric
labels.

Data Augmentation

Data augmentation is a technique which artificially
increases the training dataset by applying random
transformations to images that help make the model
more robust to changes in the input data. The following
augmentations are applied before training CNN model.

Rotation

The images are randomly rotated in the range of of the
specified angle from -30 to +30 degrees. This can be done
with ImageDataGenerator for preprocessing. Tumors in
MRI scans may occur at different angles. The model will
learn features despite the tumors being set any way in the
image.

Width and Height Shift

The images are subjected to random horizontal and
vertical shifts, thus it makes the model to learn from
slightly trans- lated versions of the same image. If the
brain tumor has an appearance at different locations in
the MRI scan. The shifting of the image helps the model
learn spatially invariant features that enable the model to
detect tumors, not based on the spatial location of the
tumor.

Zoom

Random zoom is used on the images so that the model
could observe the tumors at different scales. Tumors can
be any size, depending on the stage and type of tumor. The
model is used to detect tumors of different sizes by
changing the scale of input image in the training.

Flipping (Horizontal Flip)

The images are randomly flipped horizontally to simulate
variations to the inputs. Tumors can occur on the left or
right side of the brain, and flipping helps the model to
detect tumors on either side.

Train-test Split

The model is trained using the training set, and the testing
set establishes how well the model generalizes. If there is
no properly defined test set, it could lead for the model to
overfit the training data and thus inadequately perform on
unseen new data. The dataset has an 80-20 ratio of train
set and testing set. Both sets should have similar number
of images in each class (glioma, meningioma, pituitary, and
no tumor). The goal is to make sure that this model
generalizes well on new, unseen data.

CNN Model Architecture
In our proposed methodology, we first train a multi layer
CNN for the classification of brain tumor in one of four
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classes. The optimizer plays the role of updating the
weights when training. Adam optimizer is used to
computes adaptive learning rates for each parameter, and
it is composed of two other extensions of the stochastic
gradient descend (SGD), namely AdaGrad and RMSProp. A
brief detail of training processes and their respective
details is presented in Table 1.

Use of LSTM In the Brain tumor classification

Recurrent Neural Networks (RNN) that are specialized to
process a sequence of data are known as Long Short-Term
Memory (LSTM). Temporal dependencies and sequences,
in which the past information is needed to predict the
future outcome, are very suitable for LSTMs. In this case,
however, the role of LSTM is hidden since we are working
with the image data MRI scans. A few of the aspects that
shows its usefulness will be discussed in this context:

Sequential Feature Processing
The majoridea of using LSTM in this situation is to consider
MRI images as sequences. For example, The sequence of
images comprised in a 3D MRI scan can be viewed as a
sequence of images, with each image representing a slice
of a particular part of the brain. A spatial temporal
sequence is formed out of these slices. Such sequential
slices can be processed by LSTM in order to capture spatial
dependencies among the slices. It learns how to make use
of changes in the features extracted by VGG19 from one
slice to the next, i.e., it learns how to make use of temporal
or sequential relations of these features.

When we have several MRl slices of a brain tumor then
us- ing LSTM enables the model to learn how features of a
tumor change between slices or time and this can
potentially result in better classification performance by
adding a sequential aspect to the image features.

Sequential Feature extraction and representation
VGG19 is used to extract features from individual MRI
images, which is then passed to LSTM. These features are
normally 2D (e.g., vectors of pixel activations), but may fail
to capture the sequence in the data.

LSTM learns the temporal dynamics between slices,
see- ing how information propagated from one slice to the
other, This is achieved by treating the MRI slices as a
sequence. The idea is to enrich the brain tumor
classification by adding a temporal dimension to it,
whereby the network shall try to capture how the shape,
position, and size of the tumor evolve across the slices. It’s
useful to use LSTM here if the spatial structure of the brain
tumor changes drastically across slices, or if you are
reading in a video like sequence of MRI scans in time e.g.
many MRI scans at different time intervals.

Basically, the temporal aspect, how features change
across each slice is captured by LSTM, so that the model
can understand how to use features extracted by VGG19
from respective slices in order to improve prediction.

Use of Principal Component Analysis (Pca)

PCA is frequently applied as a dimensionality reduction
algorithm which selects a subset of features to uphold
maxi- mum data variance. When VGG19 derives features
from MRI images the outcome creates an extensive
dimensional space where you obtain various image
characteristics through large vectors. Feature vectors
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consist of mostly unused dimensions that carry repetitive
values. PCA analysis reduces the number of features by
transforming them into a smaller space which preserves
the primary data information. The feature reduction
technology accelerates learning while preventing memory
exploration problems which enables models to
concentrate on essential characteristics. The high-
dimensional features that VGG19 extracts from brain
tumors need to undergo dimension reduction through PCA
because noisy or unessen- tial information might
negatively impact the following SVM classifier results. PCA
functions to identify important fea- tures which leads to an
improved performance of the clas- sifier model.

PCAbenefits data analysis by maintaining the complete
most essential data variability while keeping the features
which represent fundamental class differences. The vital
informa- tion which helps tumor classification such as its
shape or texture stays present within the dataset post-
dimensionality reduction. PCA reduces the data
dimensions by using prin- cipal components with greatest
variance so the information remains useful for tumor
classification.

Support Vector Machine (SVM) As Final Classifier

In our proposed methodology, Support Vector Machine
(SVM) is used as the final classification layer after the feature
extraction using VGG19 and sequential modeling via LSTM.
SVM is a supervised machine learning algorithm and its
operation is mainly for classification. The idea behind it is
to find this optimal hyperplane or decision boundary that
sepa- rates data points of other classes in a high dimensional
feature space. The main underlying idea is to find support
vectors, that is, the data points closest to the decision
boundary and maximize the margin between the classes.

SVM s one of the advantages when it comes to working
with high dimensional feature spaces, thereby this can be
an ad- vantage in working with features extracted from
deep neural network, such as VGG19. As PCA
dimensionality reduction is performed prior to feeding the
data into SVM, it prevents the latter one from taking into
account irrelevant information and hence performs both
efficiency and reduction of the risk of overfitting.

VGG 19 extracts a high-dimensional features i.e. high
dimen- sional vectors of different characteristics of MRI
images and SVM is highly effective in such spaces. SVM can
effectively perform even when the decision boundary is
not linear, and this ability is due to the kernel trick in SVM
that enables it to work well even on non linear decision
boundaries, which can be especially useful in image
classification tasks that are complex,and there may be no
linear separability in the raw feature space.

The feature space dimension is reduced using Principal
Com- ponent Analysis (PCA). Deep learning models, like
CNNs, can learn directly from raw data e.g. pixels in an
image, but can be computationally expensive, or more
expensive, as what we face in high dimensional feature
spaces. PCA enables a manageable number of features for
the use of SVM classifier. This is because the SVM can
perform bet- ter by concentrating only on the most
important principal components since it does not over fit
to large feature spaces. Compared to more complex models
such as CNNs, SVMs are quite simpler in terms of
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architecture and training. With the model trained, it is
easier to interpret the decision boundary created by the
model which was directly connected to the support
vectors and the margin. The interpretability of this model
can be helpful in medical situations in which it is vital to
comprehend why the model came to a certain decision to
predict the presence of tumor.

Table 1
Model Training Details
Process Details

Training Process The model is trained on the training dataset in
batches. The model learns to minimize the loss
function over

multiple epochs.

Categorical Cross-Entropy (for multi-class

classification)

Measures the difference between predicted

labels and actual labels.

Adam Optimizer: Computes adaptive learning

rates for each parameter. It combines advantages

of AdaGrad

and RMSProp.

Key hyperparameters include:

Hyperparameters - Learning rate

- Batch size

- Number of epochs
These are adjusted to optimize the model’s
performance.

- Early Stopping: Monitoring the validation set to
stop training when performance degrades.
Dropout: Randomly dropping neurons to
prevent overfitting.

Loss Function

Optimizer

Overfitting
Prevention

Model Evaluation

After training, the model’s performance is evaluated on the
test dataset Figure 3, which is separate from both the
training and validation datasets. Evaluation typically
involves calcu- lating:

Figure 2
Classification results of brain tumor using RNN based LSTM
model with PCA and VGG19
Confusion Matrix
400
£
% - 350
- 300
£
2- < 250
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S - 200
g
5 =2 0 - 150
g
- 100
g
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g
il ' ' 4 -0
glioma meningioma notumor pituitary
Predicted Labels
Table 2

Classification results of brain tumor using RNN based
LSTM model with PCA and VGG19

precision recall f1-score
glioma 0.99 0.89 0.94
meningioma 091 0.98 0.94
notumor 0.99 1.00 0.99
pituitary 1.00 0.99 0.99
accuracy 0.97
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macro avg 0.97 0.97 0.97
weighted avg 0.97 0.97 0.97
Accuracy

The percentage of correct predictions out of the total
predic- tions.

Precision
The ratio of correctly predicted positive observations to
the total predicted positives.

Figure 3
Classification test results of CNN

pituitary Iu 01

0.0 0.1 0.2 03 04 0.5 0.6
Probability

Recall
The ratio of correctly predicted positive observations to
the all observations in actual class.

F1-score

The weighted average of precision and recall, which is
useful when dealing with imbalanced datasets.

These metrics will give you insights into how well your
model performs across all the classes and helps you under-
stand if the model is biased towards any class.

EXPERIMENTATION AND RESULTS

CNN Based Model Results Discussion

Training and validation metrics results as shown in Figure
4 over 10 epochs give the insights of the CNN model
perfor- mance. First, both training loss and validation loss
decrease steadily and validation loss reaches its minimum
atepoch 7, which is the moment of the best generalization.
In addition, training accuracy, precision, and recall keep
going up during the epochs, as well as validation accuracy,
precision, and recall which reach the maximum at epoch 5.
This implies that the model does not generalize well to the
validation set even at the point of lowest validation loss at
epoch 5. From epoch 5 onwards, we can clearly see the
divergence of the training vs validation metrics, with the
training metrics being better than the validation ones,
which means the ability to generalize is getting worse.
Such results emphasize the need for monitoring during the
training very carefully, and when used in conjunction with
techniques like early stopping or dropout, they can help in
mitigating overfitting and improv- ing the model’s
generalizability over unseen data.

LSTM-Based SVM Model Results Discussion
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The result in the classification confusion matrix 2 and in
Table 2 of LSTM based SVM classifier are outstanding. The
performance of different class such as glioma,
meningioma, notumor and pituitary is really good, that is
they have very high precision, recall, and F1-score. For
example, 0.99 for notumor and 0.94 for pituitary and 0.91
for meningioma. With a macro average accuracy of 97%
and a 95% of ac- curacy for each of the classes, the model
performs equally across all classes. The model is extremely
good atidentifying the instances of these classes high recall
value, especially for notumor. We observe high F1-scores
across all classes as the model is well balanced between
precision and recall, which means it does not wrongly
identify positives false positives and false negatives. The
accuracy and classification report of the model shows that
the LSTM based SVM approach can easily process multiple
classes and has good generalization power over the
unseen data.

In the CNN-based model, training accuracy tends to be
higher than validation accuracy, and overfitting can be ob-
served where the model performs well on training data but
struggles to generalize to the validation set. In contrast, the
LSTM-based SVM model demonstrates better generaliza-
tion, as indicated by the close alignment between training
and validation accuracy, and the lack of overfitting despite
high accuracy.

The LSTM and PCA based SVM model has a stable
training and validation loss as well as high precision, recall,
and an F1 score for all classes and outperforms the
traditional CNN model. While LSTM is better at sequential
modeling and SVM for the classification, the combination
of LSTM for sequential modeling and SVM for classification
will give us a more robust and stable approach to the
brain tumor classification. Not only does this model
perform quite well, but it also generalizes very well to the
unseen data, while most other CNNs tend to overfit when
data is in short supply. From the above findings, it can be
concluded that this LSTM-based SVM model generalizes
better and is capable of handling complex data better,
compared to a CNN model, which makes it a good choice
compared to a CNN model for medical image classification
tasks wherein both high accuracy and reliable
generalization are significant.

CONCLUSION

In this paper, we propose an original approach of brain
tumor classification that combines LSTM for sequencing,
SVM for classification and VGG19 for feature extraction
along with PCA for dimensionality reduction. A major
feature of this study is combining three brain MRI datasets
that can be trained on a wide range of MRI scans and
increase its generalization power in multiple tapes of MRI
scans. The model outperforms traditional CNN based
models in terms of generalization, stable and equal train
and validation accuracy and minimal loss value
fluctuations. We have the LSTM component accounting for
temporal dependencies between the multiple slices of an
MRI, and SVM and PCA help reduce the feature space and
aid performance as well as avoiding overfitting. The model
achieves 97% accuracy with robust precision, recall and
F1 scores across all tumor types and is ready to be
deployed in clinical application. Using multiple datasets
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and features of deep learning and machine learn- ing
techniques, this approach offers a reliable and scalable
solution to brain tumor classification. Another direction to
explore in future work to improve the model’s
performance and to conduct a more extensive evaluation
includes work- ing with additional datasets and utilizing
more sophisticated regularization techniques.

Figure 4
Model performance using CNN
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